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Abstract. Content-based image retrieval requires a natural image (e.g,
a photo) as query, but the absence of such a query image is usually the
reason for a search. An easy way to express the user query is using a
line-based hand-drawing, a sketch, leading to the sketch-based image re-
trieval. Few authors have addressed image retrieval based on a sketch as
query, and the current approaches still keep low performance under scale,
translation, and rotation transformations. In this paper, we describe a
method based on computing efficiently a histogram of edge local orienta-
tions that we call HELO. Our method is based on a strategy applied in
the context of fingerprint processing. This descriptor is invariant to scale
and translation transformations. To tackle the rotation problem, we ap-
ply two normalization processes, one using principal component analysis
and the other using polar coordinates. Finally, we linearly combine two
distance measures. Our results show that HELO significantly increases
the retrieval effectiveness in comparison with the state of the art.

1 Introduction

Due to the progress in digital imaging technology, image retrieval has become a
very relevant discipline in computer science. In a content-based image retrieval
system (CBIR), an image is required as input. This image should express what
the user is looking for. But, frequently the user does not have an appropriate
image for that purpose. Furthermore, the absence of such a query image is usually
the reason for the search [1]. An easy way to express the user query is using a
line-based hand-drawing, a sketch, leading to the sketch-based image retrieval
(SBIR). In fact, a sketch is the natural way to make a query in applications like
CAD or 3D model retrieval [2].

Although there are many publications on CBIR, a few authors have addressed
image retrieval based on sketches. Some of these works are Query by Visual
Example(QVE) [3], Edge Histogram Descriptor (EHD) [4], Image Retrieval by
Elastic Matching [5], Angular partitioning of Abstract Images [6], and Structure
Tensor [1], that will be briefly discussed in the next section. Although these
methods are applied to SBIR, they still show poor effectiveness under scale,
translation, and rotation issues.
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The main contribution of this work is to propose a novel method based on
edge orientations that gets a global representation of both the sketch and the
test image. We improve the effectiveness of SBIR by estimating local orientations
in a more precise way, obtaining a histogram of edge local orientations. The local
orientations are computed using a strategy applied for computing directional
fields of fingerprints, in the context of biometric processing [7]. Our proposed
approach is invariant to scale and translation transformations. To tackle the ro-
tation problem, we apply two different normalization processes, one using prin-
cipal component analysis and the other using polar coordinates. Finally, we use
a combined distance as similarity measure. We experimentally show that our
proposed method significantly outperforms the state of the art.

The rest of this paper is organized as following. Section 2 describes the current
methods for SBIR. Section 3 describes in detail the proposed method. Section 4
presents the experimental evaluation. Finally, Section 5 presents conclusions.

2 Related Work

There are a few works on sketch-based image retrieval. One of the first proposals
is QVE [3]. The test image and the query are transformed into abstract repre-
sentations based on edge maps. To measure similarity between two abstract rep-
resentations, this method uses a correlation process based on bitwise operations.
To get translation invariance, the correlation is carried out under horizontal and
vertical shifts. This method is expensive and not rotation invariant. In addition,
this approach does not permit indexing [6].

Another approach was presented by Del Bimbo and Pala [5]. This approach
is based on elastic deformation of a sketch to match a test image. The necessary
effort to adjust the query to the test image is represented by five parameters that
are the input to a multi-layer neural network. This method is also expensive and
not rotation invariant, and to get a good performance the query and the test
image need to have similar aspect ratios, narrowing its scope.

Other methods use edge information such as edge orientation or density. One
of this methods is that proposed by Jain and Vailaya [8]. They proposed a shape
descriptor using a histogram of edge directions (HED) among their work on
combining shape and color descriptors for CBIR. The idea is to quantize the
edge orientation and to form a B-bins histogram. Although this approach may
be scale and translation invariant, it is not robust to rotation changes.

Another edge-based approach is the Edge Histogram Descriptor (EHD) that
was proposed in the visual part of the MPEG-7 [9]. An improved version of EHD
was proposed by Sun Won et al. [4]. The idea is to get a local distribution of
five types of edges from local regions of the image. The juxtaposition of local
distributions composes the final descriptor. Although this approach is invariant
to scale and translation transformations, it is not rotation invariant.

The histogram of distance distribution (HDD) is another descriptor that
could also be applied for SBIR. HDD consists in selecting a sample of points
from an edge map and then computing distances between random pairs of points.
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This descriptor has been used for 3D model retrieval [10] and for shape matching
like in Shape Context [11]. Although this descriptor is invariant to translation,
scale, and rotation, it is strongly dependent on the size of the sample.

An important work on SBIR was presented by Chalechale et al. [6]. This ap-
proach is based on angular partitioning of abstract images (APAI). The angular
spatial distributions of pixels in the abstract image is the key concept for feature
extraction. The method divides the abstract image into K angular partitions or
slices. Then, it uses the number of edge points falling into each slice to make up
a feature vector. To get rotation invariance, the method applies Fourier trans-
form to the resulting feature vector. Although the method is partially invariant
to translation, scaling, and rotation, it requires to recover almost 13% from the
database to retrieve the correct one, so its effectiveness is low.

Recently, Eitz et al. [1] presented a new approach for SBIR. In this approach,
the test image and the query are decomposed into a× b cells. Then, this method
computes gradients at each edge point. To represent a unique orientation in each
cell, the method computes the structure tensor (ST) over the local gradients.
Similarity between a test image and a query is computed comparing correspond-
ing local structure tensors. This approach is not rotation invariant.

We observe that the sketch-based image retrieval is still an open problem,
because the current methods show poor effectiveness under scale, translation,
and rotation changes. Thus, the main contribution of this work is to improve
the effectiveness of image retrieval having as query a line-based hand-drawing.

3 Proposed Method

Our method is based on estimating local edge orientations and forming a global
descriptor named HELO (Histogram of Edge Local Orientations). Since noise
affects adversely the edge orientation computation [12], its presence in an image
may cause descriptors to have low performance for image retrieval. So, we use a
local method, which is robust to noise, to estimate edge orientations. In addition,
using a local estimation, the sketches do not need to be drawn with continuous
strokes.

3.1 HELO descriptor

Our method works in two stages. The first one performs preprocessing tasks to
get an abstract representation of both the sketch and the test image, while the
second one make up the histogram. A detailed description is shown below:

– Preprocessing: In this stage, the test images are preprocessed off-line. First,
the method uses the Canny algorithm [13] to get an edge map from each test
image. For the Canny algorithm, we use a 9 × 9-size gaussian mask and a
σ = 1.5. Then, the method applies a cropping operation to the result using
horizontal and vertical projections in a similar way to that applied in the
context of text recognition [14].
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The sketch is preprocessed on-line. First, the method uses a simple thresh-
olding to get a binary representation of the sketch. Then, the method applies
a cropping operation to the result in a similar way as in the previous case.

– Histogram Computation: Here, our approach computes a K-bin his-
togram based on local edge orientations. We propose to use a method applied
for estimating directional fields of fingerprints [7], that allows us to minimize
the noise sensitivity by a orientation local estimation. The main idea is to
double the gradient angle and to square the gradient length. This has the
effect that strong orientations have a higher vote in the local average orien-
tation than weaker orientations [7]. This improves the retrieval effectiveness
on the SBIR. The local orientation estimation works as follows:
• Divide the image into W ×W blocks. We regard each block as a local

area where we will estimate the local orientation. In this approach the
block size is dependent on the image size to deal with scale changes.

• Compute gradient respect to x and to y for each pixel in a block, which
will be called Gx and Gy, respectively. Here, we use Sobel masks [15].

• Compute local orientations as follows:
∗ Let bij be a block and αij its corresponding orientation ( i, j = 1..W ).
∗ Let Lx and Ly be the set of local gradients of an image respect to x

and y, computed on each block bij as follows:

Lijy =
∑

(r,s)∈bij

2Gx(r, s)Gy(r, s) (1)

Lijx =
∑

(r,s)∈bij

(Gx(r, s)2 −Gy(r, s)2) (2)

here, Lijβ is the gradient on bij in the direction β.
∗ Apply a gaussian filter on Lx and Ly to smooth the components. We

use a gaussian filter with σ = 0.5 and a 3× 3-size mask.
∗ Calculate the local orientation αij as follows:

αij =
1
2
tan−1

(
Lijy

Lijx

)
− π

2
(3)

At this point, we normalize αij to the range between 0 and π.
• Create a K-bin histogram to represent the distribution of the local ori-

entation in the image.
• Map each local orientation αij to the corresponding histogram bin to

increase it by one. Blocks with a few edge points are neglected. We use a
threshold thedge to filter those blocks. We call the resulting histogram the
histogram of edge local orientation (HELO). Fig. 1 shows an orientation
field of a test image, computed by HELO.

HELO is invariant to translation because the orientation is independent of
edge positions. In addition, since the block size depends on the image size, HELO
is also invariant to scale changes. Moreover, we measure similarity between two
HELO descriptors using the L1 distance (Manhattan distance).
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Fig. 1. An image with its corresponding orientation field. Here, W = 25.

3.2 HELO under rotation invariance

To get rotation invariance, we need to normalize both the sketch and the test
image before computing HELO descriptor. We use two different normalization
processes and then we compute two HELO descriptors, one for each normal-
ization process. After that, we measure similarity by combining linearly partial
distances. For normalization, we use principal component analysis (PCA) and
polar coordinates (PC). We present a detailed description of this approach below:

– Preprocessing: This stage is similar to the previous one (Section 3.1), ex-
cept that in this case the cropping operation is performed after the normal-
ization process.

– Orientation normalization:
• Using PCA: We compute a 2-d eigenvector v representing the axis

with higher variance of the pixel (with value 1) distribution using PCA.
We normalize both the sketch and the test image abstract represen-
tation rotating them −α degrees around their center of mass. Here,
α = tan−1(vy/vx) .

• Using PC: We transform both the test image and the sketch abstract
representation into polar coordinates. In this case, two rotated images
containing the same object become similar images only affected by an
horizontal shifting.

– Histogram Computation: Exactly similar to the previous one (Sect. 3.1).

We compute similarity between a test image I and a sketch S combining
PCA-based HELO and PC-based HELO. Let IPCA and SPCA be the PCA-based
HELO descriptors computed over I and S, respectively. Let IPC and SPC be the
correspondent PC-based HELO descriptors. The similarity measure sm(I, S) is:

sm(I, S) = wPCAL1(IPCA, SPCA) + wPCL1(IPC , SPC) (4)

where, wPCA+wPC = 1, wPCA ≥ 0, wPC ≥ 0 and L1 is the Manhattan distance.
Our proposal is configurable for working with or without rotation invariance.

This is an advantage, because the rotation invariance requirement commonly de-
pends on the application. For example, in the context of handwriting recognition
rotation invariance may result in confusing the digit 6 with digit 9.
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4 Experimental Evaluation

Considering that there is no standard benchmark for SBIR, we have developed
one to evaluate different approaches, and to compare them with our proposal.
For the test database, we have randomly selected 1326 images. We selected 1285
color images from Caltech101 [16], and we added 46 images containing castles
and palaces. Many of the test images consist of more than one object or are
cluttered images. For the query database we have chosen 53 images from the
database. For each query image, a line-based sketch was hand-drawn. Thus, we
have 53 sketches 1. An example sketch and its corresponding target image appear
in Fig. 2.

Fig. 2. A sketch on the left and its corresponding target image on the right.

We compare our method with five others methods according to the state of
the art. Four of these methods are: APAI [6], ST [1], HED [8], and EHD [4],
which were implemented following the specification described in the correspond-
ing papers. Additionally, we compare our method with the histogram of distance
distribution (HDD) as explained in Section 2.

The evaluation of the methods was performed by querying each sketch for
the most similar images and finding the target image rank. We called this rank
query rank. For measuring our results, we use two metrics. First, we use Mean
of Query Rank (MQR), for which the average of all query ranks is computed.
Second, we use the recall ratio Rn, which shows the ratio to retrieve the target
image in the best n-candidates. Rn is defined as follows:

Rn =
target images among first n responses

total number of queries
× 100 (5)

To evaluate translation, scale, and rotation robustness, we divide the experi-
ments in two parts. First, we evaluate our method with sketches having different
scale and position from the corresponding target images. Second, we evaluate
our method with sketches that have been rotated by three different angles (30◦,
60◦, and 90◦), having 212 sketches.

1 http://prisma.dcc.uchile.cl/archivos publicos/Sketch DB.zip
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Our method needs three parameters to be specified, the histogram length
(K), the number of horizontal and vertical blocks (W ), and a threshold (thedge).
We fix K = 72, W = 25, and we set thedge as 0.5 times the maximum image
dimension. These parameter values were chosen experimentaly.

4.1 Translation and scale invariance comparison

Fig. 3 shows the MQR for each evaluated method. We observe that our method
is more robust than the other methods when scale and position changes exist. We
achieve 24.60 as MQR value. This indicates that HELO needs to retrieve less than
25 images from the database to recover the target image. In comparison with
the other methods, EHD is the closest to the ours with a significance difference.
EHD achieves 208.26 as a MQR, i.e, EHD would require to retrieve almost 208
images to find the target one. Thus, our method improves effectiveness on recall
over 8.4 times respect to the state of the art.

Fig. 4 shows the recall ratio graphic. This graphic shows that HELO outper-
forms the state of the art methods for any value of n. In addition, an example
of image retrieval using HELO is shown in Fig. 5.

Fig. 3. Mean Query Rank of the evaluated methods.

4.2 Rotation invariance comparison

First of all, we evaluate HELO descriptor using separately PCA and PC. Using
PCA, we obtain a MQR value of 197.04. The principal axis is computed over the
edge point distribution. However, a sketch is a simple rough hand-made drawing
without details as those appearing in the target image. Due to these facts, the
input sketch and the target image may have very different principal axis affect-
ing the retrieval effectiveness. Using PC, sketches affected by different angular
shifts have similar representations in polar coordinates. This is the reason for
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Fig. 4. Recall ratio graphic for the evaluated methods.

Fig. 5. Example of the first six retrieved image using HELO. The first is the query.

Fig. 6. Mean Query Rank of the evaluated methods under rotation invariance.
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Fig. 7. Recall ratio graphic for the evaluated methods under rotation invariance.

what PC gives a better MQR value (156.09) than that given by PCA. However,
PC changes drastically the edge point distribution decreasing the discriminative
power.

Therefore, to take advantage of each orientation normalization method we
propose a linear combination of PC-based HELO and PCA-based HELO, that
allows us to improve the retrieval effectiveness. Using our approach we get MQR
value to 101.09. We described this method in the Section 3.2. We will refer to
the combined-based HELO descriptor as HELO R. To implement the HELO R
descriptor, we use wPCA = 0.3 and wPC = 0.7.

Fig. 6 shows the MQR for the evaluated methods under rotation distortions.
Clearly, under this kind of changes, our proposal improves the effectiveness on
recall over 2.6 times respect to the state of the art. To visualize how many images
are needed to retrieve the target image, Fig. 7 shows the recall ratio graphics
comparing the six evaluated methods.

5 Conclusions

In this work, we have observed that SBIR is still an open problem, and that
the current methods for SBIR do not work well enough. We have presented a
novel method for SBIR that uses an efficient algorithm to compute a histogram
of edge local orientations. First, we focused on SBIR under scale and translation
transformations. Then, we extended our proposed approach to work under rota-
tion invariance. We applied principal component analysis and polar coordinates
to get orientation normalization.

Our achieved results show that HELO outperforms significantly the state of
the art, improving recall over 8.4 times under scale and translation distortions,
and over 2.6 times under rotation distortions. Furthermore, the query sketches
do not need to be drawn with continuous strokes.
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In our ongoing work, we are analyzing the performance of HELO under dif-
ferent values of its parameters. In addition, SBIR under orientation invariance
must be studied in depth. For the future work, we will focus both on the rotation
invariance problem and on multi-object sketch queries.
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